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1. INTRODUCTION 
 

Numerical Weather Prediction (NWP) model 
outputs result from computer integrations of the 
equations governing the physical processes that 
occur in the atmosphere. NWP output is never a 
perfect forecast of real atmosphere variables for 
several reasons: the knowledge of the 
mathematical formulations of the physics is 
incomplete; assumptions and short-cuts have 
been made in the mathematical formulation of 
models due to computer-time limitations; the 
knowledge of initial conditions of the variables is 
restricted because they must be sampled at a 
finite number of points in space; there are 
computer round-off errors in the integrations; and 
it is widely believed from predictability theory that 
the maximum period in which detailed 
predictions of atmospheric flow will have any 
accuracy is about two weeks (Stanski et al, 
1989). 

In the NWP models it is possible to 
distinguish a dynamic core, which is responsible 
for the proper formulation of the equations along 
with the techniques employed in solving them, 
and a set of parameterizations representing all 
those phenomena that are not fully resolved by 
the dynamic core. These physical processes that 
cannot in practice be represented by the 
hydrodynamics laws in its basic form due to their 
microscopic and discontinuous nature are called 
subgrid scale processes. The parameterizations 
schemes consist of simplified alternatives 
formulas in place of complex theoretical models 
to resolve the terms associated with the 
momentum, heat and humidity turbulence fluxes 
that appear in consequence of the equations 
integration. 

The Weather Research and Forecasting 
(WRF) Model (Skamarock et al., 2005) is a next-
generation mesoscale numerical weather 
prediction system designed to serve both 
operational forecasting and atmospheric 
research needs. It is a fully compressible, non-
hydrostatic atmospheric model that uses a 
terrain-following hydrostatic-pressure vertical 

coordinate. The effort to develop WRF has been 
a collaborative partnership, principally among the 
National Center for Atmospheric Research 
(NCAR), the National Oceanic and Atmospheric 
Administration (NOAA), the National Centers for 
Environmental Prediction (NCEP), the Forecast 
Systems Laboratory (FSL), the Air Force 
Weather Agency (AFWA), the Naval Research 
Laboratory, the University of Oklahoma and the 
Federal Aviation Administration (FAA). WRF 
allows researchers the ability to conduct 
simulations reflecting either real data or idealized 
configurations. WRF provides operational 
forecasting to a model that is flexible and 
efficient computationally, while offering the 
advances in physics, numeric and data 
assimilation contributed by the research 
community. 

WRF is used by many operational services 
for short and medium range weather forecasting 
and is also an accessible research tool, as it 
offers multiple physics options that can be 
flexibly combined in many ways. The model 
physics parameterizations are categorized in a 
modular way, as follows: microphysics, cumulus 
parameterizations, surface physics, planetary 
boundary layer physics and atmospheric 
radiation physics (Skamarock et al., 2005). 
There are many interactions among these 
schemes via the model state variables (potential 
temperature, moisture, wind, etc.) and their 
tendencies, and via the surface fluxes. 

In face of this broad availability of 
parameterizations it is difficult to define what 
combination better describes a meteorological 
phenomenon, application or interest region. 
Since there is almost no documentation about 
WRF parameterizations performance over South 
America, some studies address this question 
from different perspectives. Ruiz et al. (2007) 
and Ruiz and Saulo (2006) analyze the WRF 
sensitivity to the use of different planetary 
boundary layer and convective 
parameterizations. These works sought the best 
model configuration to short and medium range 
forecasts focusing on rain representation and the 



  

potential impact of planetary boundary layer. The 
effects of these combinations over other 
variables were not studied. Ruiz et al. (2009) 
discussed the possibility to find an optimum 
configuration of WRF parameterizations for 
operational purposes over South America. 
Results showed that the sensitivity of short range 
weather forecasts to different choices in the 
model physics is large, but none of the 
combinations considered has shown significantly 
better results over the whole model domain. 
Silva Júnior (2009) evaluated the sensibility of 
the planetary boundary layer parameterization in 
the simulation of photochemical pollutants above 
the Metropolitan Region of São Paulo, by using 
the WRF model with the coupling of chemical 
modules (WRF/Chem). 

In the present paper, a method to identify 
which is the combination of parameterizations in 
WRF model that better represents the 
atmospheric conditions when lightning occurs in 
the Brazil southeastern is proposed. It is well 
known that the primary conditions for the storm 
formation are the atmospheric thermal profile, 
moisture and upward movement. Therefore the 
common parameters used for forecasting 
thunderstorms and the potential for lightning 
mostly rely on stability and thermodynamical 
indexes. In this way, short range simulations of 
variables of interest for days with lightning were 
run using three different sets of physical options. 

In order to check the consistency and quality 
of WRF model runs against a corresponding 
observation of what actually occurred or some 
good estimate of the true outcome, it is 
presented also a case study of the day with the 
highest number of cloud-to-ground (CG) lightning 
flashes from whole study period.  
 
2. LIGHTNING DATA 
 

CG lightning flashes data from the Brazilian 
Lightning Detection Network (BrasilDat) from 
October 2005 to March 2006 were used in this 
study. Pinto Jr. et al. (2006) presented a 
comparative analysis of the mean monthly 
distributions of the number of CG flashes, the 
percentage of positive CG flashes and the peak 
current of negative and positive CG flashes 
observed in Brazil for the period from 1999 to 
2004, with the same distributions observed by 
similar networks in other countries (United 
States, Austria, Italy and Spain) for long time 

periods (seven to ten years). It was found that 
the period of large lightning activity throughout 
the year in Brazil is from October to March due 
mostly to the increase in the number of storms 
caused by the spring and summer differential 
warming. 

The region of interest (Figure 1) covers part 
of the Brazil southeastern including almost all the 
São Paulo state, the south of Minas Gerais state 
and the northeast extreme of Paraná state. This 
area is purposely coincident with the WRF 
nested domain that will be presented in the next 
section.  

Only those days with more than 300 CG 
lightning flashes in ± 10 minutes close by the full 
hours of the afternoon (17 to 21 UT) were 
selected for this study, totalizing a 38-day 
dataset. Naccarato (2006) showed the lightning 
activity peaks in the afternoon (following the daily 
cycle of insolation) nearby 18-19 UT studying the 
diurnal variation of the CG lightning flashes for 6 
years (1999-2004) in the Brazil southeastern. At 
this time necessary conditions to instability in the 
atmosphere are generated and there is greater 
availability of energy for convection (Iribarne and 
Cho, 1980). 

 
  

 
 

Figure 1. The black grid in the Brazil map indicates the 
region of interest for this study.  
 
3. WRF MODEL 
 

The version 2.2 of WRF model was used to 
simulate all the 38 days with higher number of 
CG flashes. The range of every run was 24 
hours starting always at 00 UT of each day. The 
model was initialized using NCEP Global 
Forecast System (GFS) analysis. As illustrate in 



  

Figure 2, the model setup included a coarse 30 
km grid which extends from 32.424o to 14.141o S 
latitude and 62.426o to 33.574o W longitude and 
a nest 10 km grid resolution which extends by 
turn from 25.031o to 20.783o S latitude and 
50.159o to 44.075o W longitude. 
 

 
Figure 2. WRF domains: coarse domain (d01) of 30 km grid 
covering part of Brazil and Atlantic Ocean and nested 
domain (d02) of 10 km grid resolution covering almost all the 
São Paulo state. 
 

As mentioned in the introduction, three 
different combinations of physics options were 
tested in the present study, exchanging the 
microphysics and cumulus parameterizations 
and keeping all the others the same. The 
microphysics includes explicitly resolved water 
vapor, cloud, hydrometeors distribution and 
precipitation processes. The model is general 
enough to accommodate any number of mass 
mixing-ratio variables, and other moments such 
as number concentrations. There are three 
layers in the atmosphere that are well defined by 
the models in terms of water phase: below the 
level of 0o C (presence of water vapor and water 
droplets), between 0o C and -40o C (presence of 
ice crystals and supercooled water droplets) and 
above the level of -40o C (only the presence of 
ice crystals and snow) (Skamarock et al., 2005). 
The main characteristics of the microphysics 
parameterizations used are following: 
 
WRF Single-Moment 3-class (WSM3) scheme 
(Hong et al., 2004): includes ice sedimentation 
and other new ice-phase parameterizations. A 
major difference from other schemes is that a 
diagnostic relation is used for ice number 
concentration that is based on ice mass content 
rather than temperature. Three categories of 

hydrometeors are included: vapor, cloud 
water/ice and rain/snow. 
Eta Ferrier scheme (Ferrier et al., 2002): predicts 
changes in water vapor and condensate in the 
forms of cloud water, rain, cloud ice, and 
precipitation ice (snow/graupel/sleet). The 
individual hydrometeor fields are combined into 
total condensate, and it is the water vapor and 
total condensate that are advected in the model. 
Purdue Lin scheme (Lin et al. (1983) and 
Rutledge and Hobbs (1984)): includes six 
classes of hydrometeors: water vapor, cloud 
water, rain, cloud ice, snow and graupel. 
 

Several techniques, called cumulus 
parameterizations, have been developed to 
estimate the subgrid scale effects of cumulus 
clouds in mesoscale models. These schemes 
are intended to represent vertical fluxes due to 
unresolved updrafts and downdrafts and 
compensating motion outside the clouds. They 
operate only on individual columns where the 
scheme is triggered and provide vertical heating 
and moistening profiles. Some schemes 
additionally provide cloud and precipitation field 
tendencies in the column and all of them provide 
the convective component of surface rainfall 
(Skamarock et al., 2005). Three cumulus 
schemes were chosen to be tested in the 
present work, as follows: 
 
Kain-Fritsch (Kain, 2004): utilizes a simple cloud 
model with moist updrafts and downdrafts, 
including the effects of detrainment, entrainment 
and relatively simple microphysics. 
Betts-Miller-Janjic (Janjic, 1994 and 2000): the 
deep convection profiles and the relaxation time 
are variable and depend on the cloud efficiency, 
a dimensionless parameter that characterizes 
the convective regime (Janjic, 1994). The 
shallow convection moisture profile is derived 
from the requirement that the entropy change is 
small and nonnegative (Janjic, 1994). 
Grell-Devenyi ensemble (Grell and Devenyi, 
2002): is an ensemble cumulus schemes in 
which effectively multiple cumulus schemes and 
variants are run within each grid box and then 
the results are averaged to give the feedback to 
the model. The schemes are all mass-flux type 
schemes but with differing updraft and downdraft 
entrainment and detrainment parameters and 
precipitation efficiencies. These differences in 
static control are combined with differences in 



  

dynamic control, which is the method of 
determining cloud mass flux. The dynamic 
control closures are based on Convective 
Available Potential Energy (CAPE or cloud work 
function) or moisture convergence. 

 
Regarding to other physics options in this 

study, it was used Rapid Radiative Transfer 
Model (RRTM) Longwave radiation (Mlawer et 
al., 1997) with the MM5 (Dudhia) Shortwave 
radiation scheme (Dudhia, 1989). The Similarity 
theory (MM5) scheme was used to simulate 
surface layer fluxes, whereas the Yonsei 
University (YSU) PBL scheme (Hong and Pan, 
1996) was used to simulate boundary layer 
fluxes. The land surface fluxes were obtained 
with the Noah LSM (Chen and Dudhia, 2001). 

The Table 1 summarizes the combinations of 
microphysics and cumulus parameterizations 
used with other physics options. 

 

4. CASE STUDY: FEBRUARY 21, 2006 
 
 Skill scores are generally defined as 
measures of the relative accuracy of forecasts 
produced by two forecasting systems, one of 
which is a “reference system” (Murphy, 1988). 
The reference or truthful data used to verify a 
forecast generally comes from observational 
data. In many cases it is difficult to know the 
exact truth because there are errors in the 
observations. Sources of uncertainty include 
random and bias errors in the measurements 
themselves, sampling error and analysis error 
when the observational data are analyzed or 
otherwise altered to match the scale of the 
forecast. In most of the cases, the errors in the 
observational data are ignored since it is 
assumed that they are much smaller than the 
expected error in the forecast. 
 

Table 1. Summary of the three WRF parameterizations sets used in this study. The expressions set 1, set 
2 and set 3 will concern to their respective combinations in all the subsequent graphs. 

WRF Physics Options Set 1 Set 2 Set 3 
Microphysics WSM3 Eta Ferrier Purdue Lin 

Cumulus Parameterization Kain-Fritsch Betts-Miller-Janjic Grell-Devenyi ensemble 
Surface Layer MM5 Similarity MM5 Similarity MM5 Similarity 

Planetary Boundary Layer YSU PBL YSU PBL YSU PBL 
Land-Surface Model Noah LSM Noah LSM Noah LSM 

Atmospheric Radiation RRTM/Dudhia RRTM/Dudhia RRTM/Dudhia 
 

 Among the 38 days previously selected, 
February 21, 2006 was chosen because it 
provided the highest (11234) number of CG 
flashes from 17 to 21 UT. In order to evaluate 
the consistency of different variables from WRF 
model for this day, the bias or mean error will be 
calculated between the WRF forecasts and 
observational data, GFS analysis and Eta model 
forecasts, respectively.  
 If in a series of N forecasts, Fi represents the 
i-th forecast and Oi the corresponding 
observation or truthful value, the bias is given by: 
  

 
 
 The bias indicates the average direction of 
the deviation from observed values, but may not 
reflect the magnitude of the error. A positive bias 

indicates that the forecast value exceeds the 
observed value on the average, while a negative 
bias corresponds to underforecasting the 
observed value on the average. Without 
comparative biases, there is no way to determine 
whether the forecast deviation is within 
acceptable limits and reflects the deviations 
occurring within the verification sample. 
 Firstly the WRF forecasts of 10 km grid 
generated from different sets of model 
parameterizations were compared with 
observational data from Companhia Ambiental 
do Estado de São Paulo (CETESB) and Centro 
de Previsão de Tempo e Estudos Climáticos 
(CPTEC) meteorological stations spread out 
along the domain (Figure 3). Air temperature and 
relative humidity at 2 m and wind magnitude at 
10 m from WRF model were interpolated to the 
geographic coordinate of each meteorological 
station. The correspondence between the mean 



  

forecasts and mean observations was calculated 
at 03, 06, 09, 12, 15, 18 and 21 LT. It was used 
local time intervals in order to show the variables 
behavior along the February 21st day. 
 

 
Figure 3. The 10 km grid over the São Paulo state (in 
Brazil southeastern) represents the nested domain 
used in WRF model. The red triangles indicate the 
location of 29 meteorological stations that provide 2m 
air temperature and relative humidity data. The blue 
barbs indicate the location of 27 meteorological 
stations that provide 10 m wind magnitude data. 
 
 All the bias results are displayed in Table 2 
according to the parameterizations set used to 
run the WRF variables. In general it could be 
observed that the sets 1 and 2 presented on the 
average better responses in the simulations of 2 
m air temperature and 10 m wind, respectively. 
At the beginning and end of these simulations for 
all the sets, the bias had its lowest values, what 
is unexpected considering that model errors are 
larger as it extends the integration time. The 
temperature was underestimated by the WRF 
model until 12 LT for all the sets, changing its 
tendency after that. The opposite behavior 
occurred with the wind. In the case of relative 
humidity, the forecasts from set 1 on the average 
better matched with the observed values, except 
at 15 LT when the variable was underestimated 
in almost 7%. 
 Another test done to check the consistency of 
WRF model for February 21st was to calculate 
the bias between mean forecasts 30 km grid and 
mean GFS analysis of 1 degree resolution to 3 
synoptic hours: 06, 12 and 18 UT. This time 
range was chosen because of the availability of 
the GFS analysis every 6 hours. It will be 
analyzed only the forecasts from the WRF 
coarse domain due to the low resolution of the 
analysis. This comparison allows verifying the 
forecast behavior of basic variables like 

temperature and wind at low and medium levels 
from WRF model using different 
parameterizations sets in terms of altitude 
verification. The results are showed in Table 3. 
From all the sets, the temperature at 850 hPa is 
underestimated after 06 UT. The 
parameterizations of the set 2 on the average 
seem to better simulate the temperature at 850 
and 500 hPa and the wind at 850 hPa. The 
lowest biases of the wind at 500 hPa were 
obtained with the set 3. 

The last comparison involves forecasts of 20 
km grid resolution from Eta model. The Eta 
model was installed at CPTEC in 1996 to 
complement the numerical weather prediction 
that has been held since early 1995 with the 
model of general atmospheric circulation (Chou, 
1996). Its operational version at CPTEC is 
hydrostatic and covers most of South America 
and adjacent oceans. Currently the model is 
integrated 72 hours in the resolutions of 40 and 
20 km with 38 vertical levels. Forecasts are 
given twice a day, with an initial condition at 00 
and another at 12 UT. The initial condition 
comes from NCEP analysis and the lateral 
boundary conditions are derived from estimates 
of the CPTEC global model and updated every 6 
hours. More details are given in Black (1994). 

In Table 4 there are the biases calculated 
between mean WRF forecasts 10 km grid and 
mean Eta forecasts 20 km grid for temperature 
and wind at 850 and 500 hPa. The temperature 
in medium levels was better represented on the 
average by the set 3, except at 18 UT when the 
bias reached its highest value, more than 1.5o C. 
The wind at 850 and 500 hPa was overestimated 
by all the parameterizations sets, but the set 1 
and 3 were that presented the lower biases for 
each case, respectively. 
 
5. WRF MODEL Vs LIGHTNING 
 

While the above analysis has been limited to 
just one case study, it allowed testing the WRF 
model and its consistency of forecast for one day 
with special weather conditions. As aforesaid, 38 
days were selected for their significant amount of 
CG lightning during the afternoon between 17 to 
21 UT, totalizing 107414 flashes. The main 
objective of this work is to run the WRF model to 
each day and parameterizations set in order to 
assess meteorological variables of interest in 
each lightning geographic coordinate. 



  

Table 2. Comparisons between mean WRF forecasts 10 km grid and mean observational data. 
BIAS  2m Air Temperature (oC) 10 m Wind (m/s) 2 m Relative Humidity (%) 

Local Time Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 
03 -0.627 -0.427 -0.956 0.230 0.125 0.813 -0.022 -1.580 1.459 
06 -0.486 -0.845 -0.539 1.536 0.793 2.424 -0.807 -0.571 -2.090 
09 -2.389 -3.176 -2.448 2.797 1.999 2.997 -0.027 2.313 1.760 
12 -1.763 -2.741 -2.263 1.566 1.160 2.028 0.172 4.628 4.236 
15 0.623 0.144 -0.004 -0.804 -0.650 -0.768 -6.994 -5.820 -1.893 
18 0.498 0.638 0.105 -1.491 -1.483 -1.604 -1.540 -6.007 1.685 
21 0.588 0.963 0.907 -1.322 -1.249 -1.104 -1.972 -8.549 0.208 

 
Table 3. Comparisons between mean WRF forecasts 30 km grid and mean GFS analysis. 

BIAS 
 Temperature (oC) Wind (m/s)  

850 hPa 500 hPa 850 hPa 500 hPa 
UT Time Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 

06 0.021 0.030 0.059 -0.036 -0.137 0.217 0.148 0.057 0.116 0.057 0.104 -0.059 
12 -0.352 -0.283 -0.300 0.360 0.267 0.498 0.460 0.273 0.570 0.063 0.188 -0.051 
18 -0.230 -0.177 -0.383 0.414 -0.043 0.770 -0.046 -0.369 0.301 0.151 0.406 0.096 

 
Table 4. Comparisons between mean WRF forecasts 10 km grid and mean Eta forecasts 20 km grid. 

BIAS 
 Temperature (oC) Wind (m/s)  

850 hPa 500 hPa 850 hPa 500 hPa 
UT Time Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 Set 1 Set 2 Set 3 

06 0.457 0.246 0.520 -0.285 -0.266 -0.121 1.731 1.738 1.833 -0.285 -0.266 -0.121 
12 0.294 -0.102 0.130 -0.652 -0.853 -0.234 1.332 0.181 2.305 -0.652 -0.853 -0.234 
18 -0.572 -1.115 -1.062 0.718 -0.587 1.637 0.105 0.870 0.403 0.718 -0.587 1.637 

 
CAPE, Lifted Index (LI), K-index (KI) and 

equivalent potential temperature (theta-e) were 
the meteorological variables chosen from WRF 
model 10 km grid to be interpolated to each 
lightning geographic coordinate. Many of these 
parameters or indices can be diagnosed from 
the observational radiosondes. Likewise, they 
can be forecasted from numerical weather 
output (Davis, 2001).  

CAPE (Moncrieff and Green, 1972; Moncrieff 
and Miller, 1976) is the maximum energy 
available to an ascending parcel, according to 
the parcel theory. On a thermodynamic diagram, 
this is called positive area, and can be seen as 
the region between the lifted parcel process 
curve and the environmental sounding, from the 
parcel's level of free convection to its level of 
equilibrium. According to Nascimento (2005), in 
general values of CAPE from 1000 to 2500 J/kg 
are considered high, values above 2500 J/kg 

show strong instability, and above 4000 J/kg 
indicate extreme instability. 

The LI (Galway, 1956) is calculated as the 
difference between the observed temperature at 
500 hPa and the temperature of an air parcel 
lifted to 500 hPa from near the surface. The 
more unstable the environment, more negative 
the LI. According to Yair et al. (2010), the LI 
values and the risk of thunderstorms and severe 
weather activity are: LI > 2, no significant activity; 
0 < LI < 2, showers/thunderstorms possible 
(additional lift needed); -2 < LI < 0, 
thunderstorms possible; -4 < LI < -2, 
thunderstorms more probable, but few, if any 
severe; and LI < -4, severe thunderstorms 
possible. 

The K index (Sturtevant, 1995) is a useful tool 
for diagnosing the potential for convection. Its 
computation takes into account the vertical 
distribution of both moisture and temperature. It 
does not require a skew-T diagram; it is simply 



  

computed from air temperatures at 850, 700, 
and 500 hPa, and dew point temperatures at 850 
and 700 hPa. The thunderstorm potential based 
on the critical values of KI, according to 
Sturtevant (1995), defines the probability in 
percentage for occurrence. The thunderstorm 
potential for the different values of KI is as 
follows: 0% for KI = 0-15; 20% or unlikely for KI 
= 18-19; a 35% potential or an isolated 
thunderstorm, for KI = 20-25; 50% potential or 
widely scattered thunderstorms for KI = 26-29; 
85% potential or numerous thunderstorms for KI 
= 30-35; and 100% (certain) chance for 
thunderstorms for KI values > 36. 

Theta-e is the temperature a sample of air 
would have if all its moisture were condensed 

out by a pseudo-adiabatic process and the 
sample then brought dry-adiabatically back to 
1000 hPa (Bolton, 1980). The increase in theta-e 
implies greater instability of the atmosphere. 
Values of theta-e at surface in moist 
environments that support deep convection are 
about 330K. 

The results of this analysis are presented as 
histograms of lightning occurrence in Figure 4. 
There is a histogram for each variable simulated 
in WRF model using the 3 sets of 
parameterizations. The positive x-axis indicates 
an increase in the critical values of all the 
variables with respect to instability. The value 
ranges can be checked in Table 5. 
 

 

Figure 4. Histograms of lightning occurrence to CAPE, LI, KI and theta-e simulated in WRF model using 3 different 
sets of parameterizations. The x-axis indicates intervals of values for each variable, which were determined observing 
the maximum and minimum interpolated value. The Table 5 shows the designation of the intervals. 
 

Analyzing Table 5, it is important to note that 
independently of the parameterizations set used 
the WRF model showed a good performance in 
the simulation of the meteorological variables for 
days with lightning, since their values are 
consistent with those previously found in 
thunderstorm studies. In general the interval 4 

has the largest frequency of lightning, except for 
CAPE. Looking at the lightning distribution along 
the values range, the sets 1 and 2 seem to 
better represent all the variables. Table 6 
presents the skill score of each 
parameterizations set. The percentages were 
calculated summing all the lightning occurrences 



  

of the last four intervals and dividing it by the 
total. The set 1 presented the best score for 

CAPE, LI, and theta-e and almost to KI by a 
difference of 2% compared to set 2. 
 

Table 5. Value ranges of the meteorological variables in the histograms of the Figure 4. 
RANGES Intervals CAPE (J/kg) LI (oC) KI (oC) Theta-e (K) 

1 < 500 > (-1) < 28 < 345 
2 500 – 1000 (-1) – (-2) 28 – 31 345 – 350 
3 1000 – 1500 (-2) – (-3) 31 – 34 350 – 355 
4 1500 – 2000 (-3) – (-4) 34 – 37 355 – 360 
5 2000 – 2500 (-4) – (-5) 37 – 40 360 – 365 
6 > 2500 < (-5) > 40 > 365 

 
Table 6. Skill score of the parameterizations sets. 

SKILL SCORE Parameterizations Set CAPE LI KI Theta-e 
Set 1 78% 88% 92% 87% 
Set 2 60% 72% 94% 75% 
Set 3 59% 74% 83% 85% 

 
6. CONCLUSIONS 
 

In this work it was proposed a method to 
identify which is the combination of 
parameterizations in WRF model that better 
represents the atmospheric conditions when 
lightning occurs in the Brazil southeastern. Some 
comparisons between WRF forecasts and 
reference data was done in order to check the 
consistency and quality of WRF model for the 
day with the highest number of CG lightning 
flashes from the whole study period. This first 
analysis allowed verifying that in general the sets 
of parameterizations 1 and 2 better represented 
temperature and wind at surface, low and 
medium levels in the atmosphere. The next step 
in this study was to identify four WRF variables 
that are related to atmospheric instability and 
interpolate them to the geographic coordinates 
of more than 100000 lightning. Although the sets 
1 and 2 have been highlighted again among all 
the combinations, the set 1 was the one which 
presented the best results for the meteorological 
variables. 

This evaluation method might be used in the 
future for a lighting forecast algorithm, once the 
identification of favorable meteorological 
conditions to predict lightning occurrence is 
essential to provide reliable warnings and 
anticipate precaution measures that minimizes 
the negative impact of this phenomenon. 
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